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Abstract We present some possible Complex Networks approaches to study and
understand Power Grids and to improve them into Smart Grids. We first sketch
the general properties of the Electric System with an attention to the effects of
Distributed Generation. We then analyse the effects of renewable power sources on
Voltage Controllability. Afterwords, we study the impact of electric line overloads
on the nature of Blackouts. Finally, we discuss the possibility of implementing Self
Healing capabilities into Power Grids through the use of Routing Protocols.
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8.1 Introduction

Nowadays, one of the most pressing and interesting scientific challenges deals with
the analysis and the understanding of processes occurring on complex networks
[1–9]; one of the most important target for applying the results of such a field are
real infrastructural networks. Our society critically depends on the continuity of
functioning of Network Infrastructures like power, gas or water distribution; secur-
ing such critical infrastructures against accidental or intentional malfunctioning is a
key issue both in Europe and in the US [10, 11]. Among those infrastructures, the
electrical power grid is perhaps the most crucial one as many other facilities like
telecommunications, banking systems, oil and gas pumping, and even water depend
on the electric power system [12].

In Sect. 8.2 we give an overview of the electric power systems and of the effects
of the recent introduction of distributed renewable sources.

In Sect. 8.3 we study the effects of the allocation of distributed renewable
generation on the resilience of power grids.

In Sect. 8.4 we investigate the phenomenon of abrupt breakdown of an electric
power-system under two scenarios: load growth (mimicking the ever-increasing
customer demand) and power fluctuations (mimicking the effects of renewable
sources).

In Sect. 8.5 we introduce the concept of resilience by exploitation of redundant
links to recover the connectivity of the system. The introduced self-healing capa-
bilities through the application of distributed communication protocols grants the
“smartness” of the system.

Finally, we summarise our results in Sect. 8.6.

8.2 Power Networks and Distributed Generation

Historically, electric power systems have developed bottom-up by the integration
of local networks into regional and national ones. Such a trend is nowadays still
continuing via an integration on an international scale.

The three primary functions of the electric utility are Generation, Transmission,
and Distribution (Fig. 8.1). The Distribution system is the most readily perceived
part of the electric power system since it contributes most directly to providing elec-
tric power to the customers. It can be distinguished in Primary distribution operating
at Medium voltage (�103 V) and in secondary distribution operating at Low voltage
(�102 V). Industries are generally served by Medium voltage; residential customers
by Low voltage. Distribution networks are local networks and have mostly a radial
(tree-like) structure in order to optimize the economic costs and to calculate the
power consumption of each user on an simple basis. The Transmission system
dispatches large flows of electric power at long distances; in order to minimise
dissipation, it operates at High voltages (�104–105 V). As a network, it has a
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Fig. 8.1 The electric power system is separated in Transmission (High voltage lines, �104–105 V)
and Distribution (Medium voltage �103 V and Low voltage �102 V, also referred to as Primary
and Secondary distribution). Transmission dispatches along long distances high quantities of power
generated by large generators; for the sake of robustness, it is a meshed network. Distribution
networks are local networks optimised for power dispatch and have mostly a radial (tree-like)
structure in order to optimize the economic costs and to calculate the power consumption of each
user on an simple basis. Industries are generally served by Medium voltage; residential customers
by Low voltage

meshed configuration that allows to increase its robustness through redundancy.
In the first years the electric power system was a collection of local, disconnected
networks and Generation was distributed. Subsequently, due to economy of scale,
Generation has concentrated in large facilities, requiring the creation of high-
voltage lines for long-distance dispatch (Transmission). Nevertheless, Distributed
Generation has never disappeared since it has an important ancillary role both in
ensuring backup power in case of malfunctioning and in sustaining the variations
in loads due to the customer demand dynamics. In fact, large facilities have long
reaction times (it can take a day or even more to start up or shut down a large fossil-
fuel power station) while smaller facilities can be as fast as fraction of hours.

Electric power systems are mostly designed to operate at a sinusoidal voltage of
a given frequency (typically 50 or 60 Hz) and magnitude. Any significant deviation
in the waveform magnitude (˙5 %) or frequency (˙1 %) is a potential problem for
the quality of the dispatched power. To operate properly, a continuous and accurate
balance between power demand and generation has to be maintained in the system;
up to know, daily forecasts and the high-frequency electric power market have
allowed to keep the system mostly in a stable state.

Nowadays we are experiencing an increase of Distributed generation due to
the introduction of low cost green generators (mostly solar and wind). Such
“green” generators, while very advisable for the sake of emission decrease and
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Fig. 8.2 The erratic nature of renewable sources introduces fluctuations in the power production
that can push the power system away not only from its stable state, but even to the region of
parameters where the system has been designed to work safely. As an example, we sketch the
effects of the introduction of renewable generators on a isolated grid like the ones that can be
found on isolated islands like Guadalupe. On the left panel we show an hypothetical power flow
configuration along which the actual grid has been engineered: not only the possible amounts of
power flowing along the lines have been considered, but also their directions. On the right panel
we show the effect of the introduction of “green” generation: a weather instability can switch the
direction of the power flows, eventually causing automatic protections to trip the lines

of environmental sustainability, introduces several problems in the electric power
system. In fact, at difference with “classical” distributed generators that can be
controlled to enhance system’s stability, the erratic nature of renewable sources
introduces fluctuations in the power production that can push the power system
away not only from its stable state, but even to the region of parameters where the
system has been designed to work safely. As an example, consider the effects of the
introduction of renewable generators at the distribution level. Most distribution grids
have been engineered considering not only the possible amount of power flowing
along the lines, but also its direction. “Green” power can eventually switch the
direction of the power flows, eventually causing automatic protections to trip the
lines (Fig. 8.2).

The difficult task of integrating the stochastic and often volatile renewable
sources into a the grid designed with a power-on-demand paradigm could perhaps
solved leveraging on distributed storage [13]; nevertheless, massive and economic
power storage is not yet readily available.

As a consequence of the introduction of renewable sources, many studies have
concentrated on the dynamic behaviour of power grids to understand how to
ensure stability and avoid loss of synchronization during typical events like the
interconnection of distributed generation. The large number of elements present
into real grids calls for simplifications like the mapping among the classic swing
equations [14] and Kuramoto models [15–17] that allows to study numerically or
analytically the synchronization and the transient stability of large power networks.
Even simple models [18] akin to the DC power flow model [19] show that the
network topology can dynamically induce a complex size probability distributions
of blackouts (power-law distributed), both when the system is operated near its
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limits [20] or when the system is subject to erratic disturbances [21]. New realistic
metrics to assess the robustness of the electric power grid with respect to the
cascading failures [22] are therefore needed.

8.3 Voltage Control

In this section we will concentrate on the stability of the system respect to voltage
fluctuations. Deviations of the voltage amplitude on a power grid can cause system
operation problems; although voltage constraints are not as restrictive as frequency
constraints, it can be regulated or controlled by generation or other connected
equipment as long as it is in the range of the ˙5 % allowed fluctuations around
its nominal value.

8.3.1 AC Power Flow

To model power grids, we use the more computational intensive AC power flow
algorithms since, although DC flows are on average wrong by a few percent [23,24],
error outliers could distort our analysis.

The AC power flow is described by a system of non-linear equations that allow
to obtain complete voltage angle and magnitude information for each bus in a power
system for specified loads [25]. A bus of the system is either classified as Load Bus
if there are no generators connected or as a Generator Bus if one or more generators
are connected. It is assumed that the real power Pi and the reactive power Qi at each
Load Bus i are given, while for Generator Buses the real generated power Pi and
the voltage magnitude jVi j are given. A particular Generator Bus, called the Slack
Bus, is assumed as a reference and its voltage magnitude jV j and voltage phase �

are fixed. The branches of the electrical system are described by the bus admittance
matrix Y with complex elements Yij s. Figure 8.3 sketches the complex network
associated with the AC power flow description of a grid.

8.3.2 Model for the Erratic Renewables

To model distributed renewable sources, we will introduced a skewed probability
distribution of load demands representing a crude model of reality that ignores
the effects like the correlations (due for examples to weather conditions) between
different consumers or distributed producers. Thus, the effects of “green generators”
on a power grid are considered to be stochastic variations in the power requested



102 A. Scala et al.

Fig. 8.3 Even in the simplified AC power flow description where the system is assumed to be
stationary (the signal is a stationary sinusoidal), the network corresponding to a power grid is
a weighted networks where both nodes (buses) and edges (lines) have multiple characteristics. In
particular, Pi is the net real power and Qi is the net reactive power injected at the i th bus, Yij is the
complex impedance of the i � j line, Vi is the voltage amplitude and �i is the voltage angle at the
i th bus. Moreover, additional parameters like the maximum capacity of a line (i.e. the maximum
amount of power that can flow) must be considered when analysing system failures

by load buses. Load buses with a green generator will henceforth called green
buses. We will consider the location of green buses to be random; the fraction p

of green buses will characterize the penetration of the distributed generation in a
grid.

If the power dispatched by distributed generation is high enough, loads can
eventually become negative: this effect can be related to the efficiency of green
generators. We model such an effect by considering the load on green buses
described by the skew-normal distribution [26], a pseudo-normal distribution with
a non-zero skewness:

f .x; ˛/ D 2� .x/ ˚ .˛x/

where ˛ is a real parameter and

� .x/ D exp
��x2=2

�
=
p

2� ˚ .˛x/ D R ˛x

�1 � .t/ dt

Thus, the parameter ˛ will characterize the level of the distributed generation: to
positive ˛ correspond loads positive on average, while for negative ˛ green nodes
will tend to dispatch power.

8.3.3 Analysis

Our model grids will therefore consist of three kind of buses: NG generators (fixed
voltage), Nl pure loads (fixed power consumption) and Ng green buses (stochastic
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Fig. 8.4 Comparison between random placement (filled symbols) and page-rank placement (empty
symbols) of green generators in the Polish grid, both for surplus production of renewable energy
(left panel, ˛ D �1) and for levels of renewable energy production below the normal load request
(right panel, ˛ D 1). The page-rank placement of renewable sources allows to attain lower values
of the fraction F of buses operating near their nominal tension (and hence a higher resiliency)
at lower values of the penetration p. The best case is realized for levels of renewable energy
production below the normal load request, where a plateau to low values of F is quickly attained

power consumption) with NG C Nl C Ng D N the total number of buses and
Ng C Nl D NL the number of load nodes. The fraction p D Ng=NL measures the
penetration of renewable sources in the grid.

Hence, a steady state analysis has been carried out and the transient phenomena
connected to the power flow control have been neglected. Under this hypothesis the
frequency variation connected to power flow control has been considered stabilized
and the system has been considered characterized by a constant steady state supply
voltage frequency. Therefore, if all the nodes are near their nominal voltage, it
is much easier to control the system and to avoid reaching infeasible levels of
power flow. Consequently, to measure the effects of power quality of a power
grid under distributed generation we measure the fraction F of load buses whose
tension goes beyond ˙5 % of its nominal voltage. Notice that real networks are
often operated with some of the buses beyond such parameters so that (especially
for large networks) it is expected to be F ¤ 0 under operating conditions. The
maximum of the resilience for a power grid (intended as the capability of restoring
full feasible flows) is expected to be for F D 0.

In Fig. 8.4 we show the effects on the voltage stability of the penetration of the
renewables on the Polish Grid. We model the penetration both in the case where the
locations of the renewables are chosen at random and in the case where the locations
are chosen according to a policy. In particular, we analyse the case in which new
renewables are introduced according to their Page-Rank metrics [27]. As already
shown in [24], we find that the Page-Rank policy makes the system less unstable
respect to voltage fluctuation both in the case of traditional distributed generation
(˛ > 0) and green distributed generation (˛ < 0). Notice that Page Rank is strictly
related to several invariants occurring in the study of random walks and electrical
networks [28].
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8.4 Cascading Failures

High standards for the reliability of interconnected Electric Power Systems (EPSs)
are being developed both in Europe and the US by councils and associations of EPS
operators [29, 30]. Nevertheless, not only do power outages occur, but also large
outages are more likely than what would be naively expected; in fact, the analysis of
historical data reveals that their occurrence is power-law distributed [31], implying a
significant risk of system-wide failures. Given the disruption and economic damages
caused by major outages, understanding the nature of such occurrences is a major
problem to be addressed.

An important general question is whether EPSs are subject to emergent behaviour
or not. In fact, EPSs are aggregations of large number of simple units; it therefore
makes sense to ask if EPSs, as a whole, exhibit additional complexity beyond what
is dictated by the simple sum of its parts. To this aim, we investigate if an abrupt
breakdown transition could emerge in a simple yet realistic model of power grids.

In the context of power systems, a cascading outage is a sequence of failures and
automatic disconnections consequent to an initiating event; a system-wide outage
is also called “black-out”. The rapid succession of automatic reactions in an EPS
happens in a time-scale that is typically too short to stop the process by human
intervention. Reactions following an initiating event or events include sequential
tripping (disconnection) of transmission lines and generators. Initiating events can
be due to natural causes (like a line sagging into vegetation, or high wind or lightning
shorting a line) but also to human actions (or inaction) or due to imbalances between
load and generation.

While no two cascading outages are the same [32], we will study a class of
possible outages and analyse their characteristics. In particular, we will consider the
fragility of EPSs with respect to outages due to cascades of line overloads causing
lines to trip. To this end, we will put under stress a realistic EPSs to understand
the nature of systemic outages. The nature of the stress will be twofold: first, we
will consider the case in which an increasing demand on a fixed infrastructure
leads to line overloads and subsequent outages. This would correspond to the
(hopefully) unrealistic case of EPS that are operated to the limit of their capacities
in order to maximize profits. Second, we will consider the important case of
fluctuations in demands and generation; this is a particularly relevant case as the
steady penetrations of renewable sources is introducing in the grids new erratic
sources whose effects and consequences on existing power grids have not yet been
fully understood.

We consider the model introduced by Pahwa et al. [33]. In such a model, the
initial distribution of loads and sources represents the stress imposed to the power
grid. The initial power flows on lines are calculated using the DC power flow
model (see Materials). If the load on a line goes beyond its capacity, the line trips
(disconnects) and power flows are recalculated on the new topology (i.e. the grid
minus the tripped lines). Such procedure is repeated until convergence; we will refer
to such a model as the Overload Cascade Model (OCM).
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Fig. 8.5 Left panel: Effects of a constant increase in loads. Notice the abruptness of the transition.
Right panel: Effects of fluctuations in loads. The points corresponds to 10 different realizations of
the noise. The transition is abrupt (the fraction of tripped lines is either �0 or �1), but whether a
cascading failure happens depends on the actual realization of the noise. Therefore, the transition
does not happen at a particular critical value of � but can occur in a region where fluctuations range
between 6 and 12 % of the nominal loads (shaded area)

Our model does not account for the whole complexity of an EPS; in particular, it
disregards both transients and the dynamics of phase angles. Nevertheless, it allows
to sort out the role of a class of events always present in any blackout, i.e. line
overloads. Another important property of the OCM is that, due to the long-range
nature of the interaction, it is amenable to analytic approximations that lead to
predict the universal behaviour of the system [34].

For our scopes, we consider a network of 2,746 nodes, consisting of a snapshot
of the national high-voltage Polish power grid obtained from the data collected and
used by Polish transmission system operators.

We first stress the Polish network by considering a growth in the power demand
while keeping the network fixed. Such mechanism is not so far from reality, as in
recent years, the economic competition and deregulation has led the power systems
to be operating fairly close to their limits. We model such growth of the demand as
a simultaneous increase of all the loads by a factor ˛ and record the fraction f of
branches that fail at the end of a cascade.

We then stress the Polish network via are flow fluctuations mimicking both the
stochastic components in customers’ behaviour and the effects of erratic renewable
energy sources. We parametrize the size of fluctuation by allowing the initial loads
to fluctuate uniformly by a fraction � .

The left panel of Fig. 8.5 shows that by increasing all the loads the breakdown is
abrupt as in a first order transition. The situation is more complicated in the case of
random loads. The right panel of Fig. 8.5 shows the results for different realization
of the noise (fluctuations). We find that, for a given realization of the noise, the
system is either in a safe state (the fraction of tripped links is �0) or in a systemic
failure state (the fraction of tripped links is �1). At difference with the case of
uniform load increase, the transition does not happens at a given � , but can happen
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in a whole range of values. In particular, for the Polish grid we find that the grid
stays essentially intact when the loads are allowed to fluctuate less than �6 % and
that the system comes in a blackout state when loads are allowed to fluctuate more
than 12 % of their nominal values. For intermediate values, the system can either be
in a safe state or in a black-out state depending on the realization of the disorder.
Such results are in accordance with mean field arguments indicating that black-outs
in the OCM should be a first order phenomenon.

8.5 Distributed Algorithms for Smart Grids

The continuous growth and development of technological networks has introduced
complex connectivity (as well as dependence) patterns within their constitutive
components that can often trigger systematic side effects like system-wide cascades
of failures. Hence, our current and future networks need healing mechanisms
that are able to cope with systemic effects and multiple failures in an automatic
and possibly distributed way. Such mechanisms are at the core of the process of
building up Smart Grids, i.e. networks that are able to self-sustain and optimise in a
distributed way to customers’ needs.

At the Transmission level, electric power networks are already “smart”, but in
a centralised way: Supervisory Control and Data Acquisition (SCADA) systems
allow operators to monitor, control, and dispatch generation. A failure either of the
SCADA or of the supporting telecommunications can cause control operators to
make incorrect system adjustments.

We consider instead the power system at the Distribution level, where the
structure is mostly tree-like. We introduce a healing strategy based on the activation
of fixed redundant resources (backup links) and study the resilience of the networks
to multiple failures. Since the presence of backup links is customary in technological
networks and our strategy can be implemented via routing protocols, our self-
healing procedure is within the reach of current technology. For sake of simplicity,
we will consider a single node to be the source of the quantity to be distributed
on the network. Moreover, at each instant of time, the topology of the links in
the network distributing the power is assumed to be a tree (the active tree). As a
further simplification we will not take into account the magnitudes of flows – i.e.,
all links and sources are assumed to have infinite capacity – but we will focus on
maximizing the connectedness of the system in order to serve as many nodes as
possible.

In order to implement our strategy and its self-healing capabilities, we consider
the presence of dormant backup links – i.e., a set of links that can be switched on.
Nodes are assumed to be able to communicate with their neighbours by means of a
suitable distributed interaction protocol with a limited amount of knowledge: the set
of neighbouring nodes connected either via active or via dormant links. Then, when
either a node or a link failure occurs, all the nodes below the failure will disconnect
from the active tree and become unserved. Such unserved nodes can now try to
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Fig. 8.6 Example of healing after single link failure. Notice that failure of a single node can be
modelled as the failure of all its links; hence, multiple links failure are the more general event to
be considered. (Left panel) In the initial state, the source node (filled square, upper left corner) is
able to serve all 16 nodes through the links of the active tree. The four dashed lines (green online)
represent dormant backup links that can be activated upon failure. The redundancy of the system is
p D 4=9 as only 4 of the 9 possible backup links are present. The link marked with an X is the one
that is going to fail. (Central panel) A single link failure disconnects all the nodes of a sub-tree;
in the example, a sub-tree of 6 nodes (red online) is left isolated from the source – i.e., the system
has a damage � D 6. (Right panel) By activating a single dormant backup link, the self-healing
protocol has been able to recover connectivity for the whole system, in this case bringing back the
number of served nodes at its maximum value 16. The link that has recovered the connectivity is
marked with an R

reconnect the active tree by waking up through the protocol some dormant backup
links. Such a process will reconstruct a new active-tree that can restore totally or
partially the flow, i.e. heal the system (Fig. 8.6).

By measuring the fraction FoS of served nodes after multiple random failures of
k links, we study the effects of the redundancy r (the fraction of backup links added
to the initial spanning tree). We investigate both the case which best resembles the
actual situation – i.e. nodes disposed over a grid – and the role of the networks’
connectivity patterns by generating different underlying topologies. In particular,
we generate small-world and scale free networks [35].

We use square grids as an example of planar grids topologies. Small-world
networks [36] are generated starting from planar square grids and rewiring with
a probability p a link with a randomly selected node. Scale-free networks are
generated through the Barabasi-Albert model [37]. In the case of technological
networks, small world networks are important as they can show the effects of
introducing long-range links in a planar topology.

To produce suitable initial configurations of our model distribution networks, we
generate random spanning trees [38] associated to each kind of network structures.
The links not belonging to the spanning trees form the set of the possible backup
links of our system; among such links, we choose a random fraction r of dormant
links that can be used to heal the system. We then simulate the occurrence of
uncorrelated multiple failures by deleting at random k links of the initial active tree.
Subsequently, we activate dormant links according to our self-healing procedure and
calculate the FoS.
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Fig. 8.7 (Color online)
Comparison among different
network structures. Here we
show the performances of our
self-healing algorithm with
respect to the quality of
service for increasing number
of removed links with the
redundancy r fixed to 0:3; for
SW networks, the rewiring
probability is p D 0:2. The
average fraction of
nodeshFoSi of served nodes is
plotted against the number of
failures k

Figure 8.7 shows that distribution grids based on the scale free topologies are the
more robust. Nevertheless, they should be disregarded when considering the case of
technological networks since economic and geometric constraints make scale free
networks unfeasible on planar topologies. Therefore, the most relevant results are
the ones on small-world networks, showing that introducing a small fraction of long-
range links can enhance robustness by orders of magnitudes respect to planar grids
with the same redundancies.

8.6 Conclusions

An unconstrained allocation and growth of the distributed generation can drive a
power grid beyond its design parameters. In order to overcome such a problem,
we propose in Sect. 8.3 a topological algorithm derived from the field of Complex
Networks to allocate distributed generation sources in an existing power grid.

Several trans-national projects aim to integrate national power-grids into “super-
grids”. The results of Sect. 8.4 indicate that increasing the system size causes
breakdowns to become more abrupt. Thus, the possible enhancement of the systemic
risk failures (blackouts) with increasing network size is an effect that should be
considered in the planning of “super-grids”.

While transmission systems can already be considered “smart” (although in a
centralised way), much less has been done at the level of distribution, especially
at the low voltage (residential customer) level. In Sect. 8.5 we have introduced a
simple distributed algorithm to keep the systems connected in the case of failures.
By studying various network topologies, we have found that the introduction of
some long-range connections in planar grids greatly enhances the resilience of local
distribution networks to multiple failures.
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