
Linear Algebra and its Applications 709 (2025) 18–39

Contents lists available at ScienceDirect

Linear Algebra and its Applications

journal homepage: www.elsevier.com/locate/laa

The height of an infinite parallelotope is infinite ✩

Alexandr V. Kosyak a,b,∗

a Institute of Mathematics, Ukrainian National Academy of Sciences, 
3 Tereshchenkivs’ka Str., Kyiv, 01601, Ukraine
b London Institute for Mathematical Sciences, 21 Albemarle St, London W1S 4BS, 
UK

a r t i c l e i n f o a b s t r a c t 

Article history:
Received 28 February 2024
Received in revised form 23 
December 2024
Accepted 8 January 2025
Available online 13 January 2025
Submitted by P. Semrl

MSC:
22E65

Keywords:
Gram determinant
Parallelotope volume
Generalized characteristic 
polynomial
Infinite-dimensional groups
Irreducible representation

We show that if no non-trivial linear combinations of inde-
pendent vectors f0, f1, . . . , fm ∈ R∞ belongs to �2, then all 
the heights of an infinite parallelotope constructed on vec-
tors f0, f1, . . . , fm are infinite. This result is essential in the 
proof of the irreducibility of unitary representations of some 
infinite-dimensional groups.

© 2025 Published by Elsevier Inc.

Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2. How far is a vector from a hyperplane? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.1. The distance of a vector from a hyperplane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

✩ This work is dedicated to Ukraine and to all fearless Ukrainians defending their country.
* Correspondence to: London Institute for Mathematical Sciences, 21 Albemarle St, London W1S 4BS, 

UK.
E-mail address: kosyak02@gmail.com.

https://doi.org/10.1016/j.laa.2025.01.011
0024-3795/© 2025 Published by Elsevier Inc.

https://doi.org/10.1016/j.laa.2025.01.011
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/laa
http://crossmark.crossref.org/dialog/?doi=10.1016/j.laa.2025.01.011&domain=pdf
mailto:kosyak02@gmail.com
https://doi.org/10.1016/j.laa.2025.01.011


A.V. Kosyak / Linear Algebra and its Applications 709 (2025) 18–39 19

2.2. Cramer’s rule reformulated . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3. Some estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3. The generalized characteristic polynomial and its properties . . . . . . . . . . . . . . . . . . . . . . 23
3.1. The explicit expression for B−1(λ) and (B−1(λ)a, a) . . . . . . . . . . . . . . . . . . . . . . . 25
3.2. The case where B is the Gram matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3. Case m = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4. Case m = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5. General case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4. The height of an infinite parallelotope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.1. Particular cases of Lemma 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.1.1. Case m = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1.2. Case m = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2. The proof of Lemma 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5. Some applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.1. The law of large numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.2. Some generalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.3. Idea of the proof of irreducibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

Declaration of competing interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Acknowledgement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Data availability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

1. Introduction

This article lies on the border between linear algebra and functional analysis, since 
we study the behavior of a finite dimensional object namely, parallelotope generated by 
m +1 independent vectors, belonging to an n-dimensional space when dimension n →∞. 
Parallelotop is the set which is made up of vectors 

∑
Cifi where Ci ∈ [0, 1]. The main 

result is proved in Section 4. Some application are given in Section 5. They are the 
law of large numbers, some generalizations and the proof of the irreducibility. To prove 
the irreducibility for some infinite-dimensional groups [6], we need to approximate a 
rich space of functions by combinations of generators of one-parameter subgroups. The 
desired approximation on the n-th step is of the order of the inverse height hn of the 
projections of vectors fk and the parallelotope to some finite-dimensional space Rn. 
Namely, we show that if no non-trivial linear combinations of m+1 vectors belongs to �2
then all the heights h of an infinite parallelotope generated by vectors f0, f1, . . . , fm are 
infinite.1 This allows us to prove the approximation and the irreducibility. In the proof we 
used also the explicit formulas obtained in [6,9] for detB(λ), B−1(λ) and (B−1(λ)a, a)
where B(λ) = B + diag(λ1, . . . , λn) and B is an n× n matrix, for details, see Section 3.

We use notations C and Ck for an absolute constants. Also we denote by �2 the real 
Hilbert space �2 = {x = (xk)∞k=1 : ‖x‖2

�2
=

∑∞
k=1 |xk|2 < ∞}.

1 To define correctly the height, see details in Lemma 4.1.
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Definition 1.1. Let us recall the definition of the Gram determinant and the Gram matrix 
(see [3], Chap IX, §5). Given the vectors x1, x2, ..., xm in some Hilbert space H the Gram 
matrix γ(x1, x2, ..., xm) is defined by the formula

γ(x1, x2, ..., xm) =
(
(xk, xn)

)m
k,n=1,

where (xk, xn) is a scalar product in H. The determinant of this matrix is called the 
Gram determinant for the vectors x1, x2, ..., xm and is denoted by Γ(x1, x2, ..., xm). Thus,

Γ(x1, x2, . . . , xm) := det γ(x1, x2, . . . , xm). (1.1)

We start with a general problem, see Sections 5.1 and 5.2 below.

Problem 1.1. For a fixed vector f0 in a Hilbert space H and an infinite sequence of 
vectors (fn)n∈N in H, when

f0 ∈ V = 〈fn, n ∈ N〉? (1.2)

Here 〈fn, n ∈ N〉 is the completion of all finite linear combinations of vectors from a 
family (fn)n∈N . Let us denote by Vn the subspace generated by the first n vectors, then 
the square of the distance d2(f0, Vn) of the vector f0 from the hyperplane Vn is given 
by the ratio of two Gram determinants, see (2.1) below. Finally, f0 ∈ V if and only if 
limn→∞ d2(f0, Vn) = 0.

2. How far is a vector from a hyperplane?

2.1. The distance of a vector from a hyperplane

In this section we follow [9]. We start with a classical result, see, e.g. [3]. Consider the 
hyperplane Vn generated by n arbitrary independent vectors f1, . . . , fn in some Hilbert 
space H.

Lemma 2.1. The square of the distance d(f0, Vn) of a vector f0 from the hyperplane Vn

is given by the ratio of two Gram determinants, see Definition 1.1

d2(f0, Vn) = Γ(f0, f1, f2, . . . , fn, )
Γ(f1, f2, . . . , fn) . (2.1)

Proof. We follow closely the book by Axiezer and Glazman [1]. Set f =
∑n

k=1 tkfk ∈ Vn

and h = f − f0. Since h should be orthogonal to Vn we conclude that fr ⊥ h, i.e., 
(fr, h) = 0 for all r, or

n ∑
k=1

tk(fr, fk) = (fr, f0), 1 ≤ r ≤ n. (2.2)
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Set A = γ(f1, f2, . . . , fn) and b = (fk, f0)nk=1 ∈ Rn. By definition we have

d2 = min
f∈Vn

‖f − f0‖2 = (At, t) − 2(t, b) + (f0, f0). (2.3)

Since d2 = (h, h) = (f0, h) we conclude that d2 =
∑n

k=1 tk(f0, fk) − (f0, f0) or

n ∑
k=1

tk(f0, fk) = (f0, f0) − d2. (2.4)

So we have the system of equations:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

t1(f1, f1) + t2(f1, f2) + · · · + tn(f1, fn) = (f1, f0)
t1(f2, f1) + t2(f2, f2) + · · · + tn(f2, fn) = (f2, f0)

. . .

t1(fn, f1) + t2(fn, f2) + · · · + tn(fn, fn) = (fn, f0)
t1(f0, f1) + t2(f0, f2) + · · · + tn(f0, fn) = (f0, f0) − d2

. (2.5)

Excluding tk from the system we get d2 = Γ(f0,f1,f2,...,fn,)
Γ(f1,f2,...,fn) . �

Remark 2.1. From the system (2.5) we conclude that At = b, where b = (fk, f0)nk=1 ∈ Rn, 
hence t = A−1b. By (2.3) we get

d2 = (f0, f0) − (A−1b, b) = Γ(f0, f1, f2, . . . , fn)
Γ(f1, f2, . . . , fn) . (2.6)

See also [6, Chap. 4.3, Lemma 4.3.2].

2.2. Cramer’s rule reformulated

Consider two Gram matrices, see Definition 1.1:

Am = γ(f1, . . . , fm) =
(
(fk, fr)

)m
k,r=1, Bm = γ(f0, f1, . . . , fm), (2.7)

and a vector b = (fk, f0)mk=1 ∈ Rm. The solution of the equation Amt = b is as follows.
Recall that Ar

s(B) denote cofactors of the matrix B, see Definition 3.2.

Lemma 2.2. We have

t = A−1
m b = 1 

A0
0(Bm)

⎛⎜⎜⎜⎝
−A0

1(Bm)
−A0

2(Bm)
. . .

−A0
m(Bm)

⎞⎟⎟⎟⎠ . (2.8)
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Proof. By Cramer’s rule the solutions of a system of linear equations

At = b (2.9)

where A ∈ Mat(m,C) with detA 
= 0 and t, b ∈ Cm, are given by the following formulas:

tk = det (Ak)
det (A) , 1 ≤ k ≤ m, (2.10)

where Ak is the matrix formed by replacing the k-th column of A := Am by the column 
vector b. Consider the matrix Bm defined by (2.7). We have

det (A) = A0
0(Bm), det (Ak) = −A0

k(Bm), 1 ≤ k ≤ m, (2.11)

thus implying (2.8). �
2.3. Some estimates

We use some facts from [6], Section 1.4.1, pp. 24-25.

Lemma 2.3. For a strictly positive operator A (i.e., (Af, f) > 0, f 
= 0) acting in Rn

and a vector b ∈ Rn\{0} we have

min
x∈Rn

(
(Ax, x) | (x, b) = 1

)
= 1 

(A−1b, b) . (2.12)

The minimum is assumed for x = A−1b 
(A−1b,b) .

Lemma 2.3 is a direct generalization of the well known result (see, for example, [2], 
Chap. I, §52): for ak > 0, 1 ≤ k ≤ n we have

min
x∈Rn

( n ∑
k=1

akx
2
k |

n ∑
k=1

xk = 1
)

=
( n ∑

k=1

1 
ak

)−1
. (2.13)

We will also use the same result in a slightly different form:

min
x∈Rn

( n ∑
k=1

akx
2
k |

n ∑
k=1

xkbk = 1
)

=
( n ∑

k=1

b2k
ak

)−1
. (2.14)

The minimum is assumed for xk = bk
ak

(∑n
k=1

b2k
ak

)−1
. We can prove more general state-

ment. Denote by D(B) the domain of the definition of an operator B acting on some 
Hilbert space H.
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Lemma 2.4. For a strictly positive operator A in an infinite-dimensional Hilbert space H
and a vector b ∈ H\{0} such that b ∈ D(A−1), we have

min
x∈H

(
(Ax, x) | (x, b) = 1

)
= 1 

(A−1b, b) . (2.15)

The minimum is reached for x0 = 1 
(A−1b,b)A

−1b.

Proof. Consider a new scalar product in H defined as follows

(f, g)A := (Af, g)H , f, g ∈ H. (2.16)

Since

(Ax, x)H = (x, x)A = ‖x‖2
A and 1 = (b, x)H = (A−1b, x)A,

the minimum ‖x‖2
A will be achieved on the vector x0 = sA−1b generating hyperplane 

1 = (A−1b, x)A and belongs to this hyperplane. We get

1 = (b, sA−1b), therefore s = 1 
(A−1b, b) , x0 = 1 

(A−1b, b)A
−1b.

Finally, we get (Ax0, x0) = 1 
(A−1b,b) . �

Below we will provide a counterexample showing that condition b ∈ D(A−1) is essen-
tial in the previous lemma.

Counterexample 2.5. Consider a positive definite operator A = diag(λk)∞k=1 defined in 
a Hilbert space �2, where λk = 1 

k . Take b = (bk)k∈N ∈ �2 with bk = 1 
k . Then we have 

b 
∈ D(A−1), since (A−1b)k ≡ 1 for all k ∈ N hence, A−1b 
∈ �2. In this case 1 
(A−1b,b) = 0. 

Indeed, for the corresponding projections An, bn on Rn we have

(A−1
n bn, bn) =

n ∑
k=1

1 
k
→ ∞.

3. The generalized characteristic polynomial and its properties

Let Mat(m,C) be the set of all m×m complex matrices.

Definition 3.1 ([6], Ch.1.4.3). For a matrix B ∈ Mat(m,C) and λ = (λ1, . . . , λm) ∈ Cm

define the generalization of the characteristic polynomial, pB(t) = det (tI −B), t ∈ C as 
follows:

PB(λ) = detB(λ), where B(λ) = diag(λ1, . . . , λm) + B. (3.1)
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Lemma 3.1 ([6], Ch.1.4.3). For the generalized characteristic polynomial PB(λ) of B ∈
Mat(m,C) and λ = (λ1, λ2, ..., λm) ∈ Cm we have

PB(λ) = detB +
m ∑
r=1 

∑
1≤i1<i2<...<ir≤m

λi1λi2 ...λirA
i1i2...ir
i1i2...ir

(B). (3.2)

Definition 3.2. For a matrix B ∈ Mat(n,R), a ∈ Rn and fixed 1 ≤ i1 < i2 < · · · < ir ≤ n

rows and 1 ≤j1<j2< · · · < jr ≤n columns 1 ≤ r ≤ n denote by

M i1i2...ir
j1j2...jr

(B) and Ai1i2...ir
j1j2...jr

(B)

the corresponding minors and cofactors of the matrix B. Set M(i1i2 . . . ir)(B) =
M i1i2...ir

i1i2...ir
(B) and ai1i2...ir = (ai1 , ai2 , . . . , air). Let also Bi1i2...ir be the corresponding sub-

matrix of the matrix B. The elements of this matrix are on the intersection of i1, i2, . . . , ir
rows and column of the matrix B. Denote by A(Bi1i2...ir) the matrix of the cofactors 
of the first order of the matrix Bi1i2...ir , another name is adjugate matrix, occasionally 
known as adjunct matrix:

A(Bi1i2...ir ) = (Ai
j(Bi1i2...ir))1≤i,j≤r. (3.3)

Minor of order zero is often defined to be 1, therefore, set A(Bk) = 1 for 1 ≤ k ≤ n. As 
usual, denote by BT the matrix transposed to B.

Remark 3.1. If we set λα = λi1λi2 ...λir , where α = (i1, i2, ..., ir) and Aα
α(B) =

Ai1i2...ir
i1i2...ir

(B), Mα
α (B) = M i1i2...ir

i1i2...ir
(B), λ∅ = 1, A∅

∅(B) = detB (see Definition 3.2) we 
may write (3.2) as follows:

PB(λ) = detB(λ) =
∑

∅⊆α⊆{1,2,...,m}
λαA

α
α(B), (3.4)

PB(λ) = detB(λ) =
(

n ∏
k=1

λk

) ∑
∅⊆α⊆{1,2,...,m}

Mα
α (B)
λα

, (3.5)

Let

X = Xmn =

⎛⎜⎜⎜⎝
x11 x12 ... x1n
x21 x22 ... x2n
... ... ... ...

xm1 xm2 ... xmn

⎞⎟⎟⎟⎠ . (3.6)

Setting

xk = (x1k, x2k, ..., xmk) ∈ Rm, yr = (xr1, xr2, ..., xrn) ∈ Rn, (3.7)



A.V. Kosyak / Linear Algebra and its Applications 709 (2025) 18–39 25

we get

X∗X =

⎛⎜⎜⎜⎝
(x1, x1) (x1, x2) ... (x1, xn)
(x2, x1) (x2, x2) ... (x2, xn)

... ... ... ...

(xn, x1) (xn, x2) ... (xn, xn)

⎞⎟⎟⎟⎠ = γ(x1, x2, ..., xn), (3.8)

XX∗ =

⎛⎜⎜⎜⎝
(y1, y1) (y1, y2) ... (y1, ym)
(y2, y1) (y2, y2) ... (y2, ym)

... ... ... ...

(ym, y1) (ym, y2) ... (ym, ym)

⎞⎟⎟⎟⎠ = γ(y1, y2, ..., ym), (3.9)

therefore, we obtain

Γ(x1, x2, ..., xn) = det(X∗X) = det(XX∗) = Γ(y1, y2, ..., ym). (3.10)

3.1. The explicit expression for B−1(λ) and (B−1(λ)a, a)

In this section we follow [9]. Fix B ∈ Mat(n,R), a ∈ Rn and λ ∈ Cn. Our aim is to 
find the explicit formulas for B−1(λ) and (B−1(λ)a, a), where B(λ) is defined by (3.1).

Let n = 3, then A(B123) = A(B) is the following matrix:

A(B) = A(B123) =

⎛⎜⎝A1
1 A1

2 A1
3

A2
1 A2

2 A2
3

A3
1 A3

2 A3
3

⎞⎟⎠ =

⎛⎜⎝ M23
23 −M23

13 M23
12

−M13
23 M13

13 −M13
12

M12
23 −M12

13 M12
12

⎞⎟⎠ , (3.11)

where we write M ij
rs instead of M ij

rs(B) and Ai
j instead of Ai

j(B).

Remark 3.2. Let AT be the transposed matrix of A. Then

AT (Bi1i2...ir ) = detBi1i2...ir

(
Bi1i2...ir

)−1
. (3.12)

In what follows we will consider the submatrix Bi1i2...ir of the matrix B ∈ Mat(n,R)
as an appropriate element of Mat(n,R).

Theorem 3.2. For the matrix B(λ) defined by (3.1) a ∈ Rn and λ ∈ Cn we have

PB(λ) =
( n ∏

k=1

λk

) n ∑
r=1 

∑
1≤i1<i2<···<ir≤n

M(i1i2 . . . ir)
λi1λi2 . . . λir

, (3.13)

B−1(λ) = 1 
PB(λ)

( n ∏
k=1

λk

) n ∑
r=1 

∑
1≤i1<i2<...ir≤n

A(Bi1i2...ir) 
λi1λi2 . . . λir

, (3.14)
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(B−1(λ)a, a) = 1 
PB(λ)

( n ∏
k=1

λk

) n ∑
r=1 

∑
1≤i1<i2<...ir≤n

(A(Bi1i2...ir)ai1i2...ir , ai1i2...ir )
λi1λi2 . . . λir

.

(3.15)

Below we will provide an example of calculation of detB(λ) and B(λ)−1.

Example 3.1. For the matrix B(λ) defined below we have by (3.5)

B(λ) =

⎛⎜⎜⎜⎝
1 + λ1 1 ... 1

1 1 + λ2 ... 1
...

1 1 ... 1 + λn

⎞⎟⎟⎟⎠ , (3.16)

detB(λ) =
( n ∏

k=1

λk

)(
1 +

n ∑
k=1

1 
λk

)
, (3.17)

B(λ)−1 =
(

1 +
n ∑

k=1

1 
λk

)−1 [ n ∑
k=1

AT (Bk)
λk

+
∑

1≤k<r≤n

AT (Bkr)
λkλr

]
, (3.18)

where AT (Bkr) =
(

1 −1
−1 1

)
and AT (Bkrs) = 0 for 1 ≤ k < r < s ≤ n.

3.2. The case where B is the Gram matrix

Fix the matrix Xmn defined by (3.6). Denote by B the Gram matrix γ(x1, x2, ..., xn), 
i.e.,

B = γ(x1, x2, ..., xn), (3.19)

where (x1, x2, ..., xn) are defined by (3.7) and γ(x1, x2, ..., xn) by (3.8). In what follows 
we consider the operator B(λ) defined by (3.1).

Remark 3.3. In this case we have

PB(λ) = det
( n ∑

k=1

λkEkk + γ(x1, x2, ..., xn)
)

(3.20)

=
n ∏

k=1

λk

(
1 +

n ∑
r=1 

∑
1≤i1<i2<...<ir≤m

(
λi1λi2 ...λir

)−1
Γ(xi1 , xi2 , ..., xir )

)

=
n ∏

k=1

λk

(
1 +

n ∑
r=1 

∑
1≤i1<i2<...<ir≤n;
1≤j1<j2<...<jr≤n

(
λi1λi2 ...λir

)−1(
M i1i2...ir

j1j2...jr
(X)

)2)
,

where we have used the following formula (see [3], Chap IX, §5 formula (25)):
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Γ(xi1 , xi2 , ..., xir) =
∑

1≤j1<j2<...<jr≤m

(
M i1i2...ir

j1j2...jr
(X)

)2
. (3.21)

Fix two natural numbers n,m ∈ N with m ≤ n, two matrices Amn and Xmn, vectors 
gk ∈ Rm−1, 1 ≤ k ≤ n and a ∈ Rn as follows

Amn= 

⎛⎜⎜⎜⎝
a11 a12 ... a1n
a21 a22 ... a2n

...

am1 am2 ... amn

⎞⎟⎟⎟⎠ , gk = 

⎛⎜⎜⎜⎝
a2k
a3k
...

amk

⎞⎟⎟⎟⎠ ∈ Rm−1, a = (a1k)nk=1 ∈ Rn. (3.22)

Set B = γ(g1, g2, . . . , gn). We calculate PB(λ) and (B−1(λ)a, a) for an arbitrary n. 
Consider the matrix (3.6)

Xmn= 

⎛⎜⎜⎜⎝
x11 x12 ... x1n
x21 x22 ... x2n

...

xm1 xm2 ... xmn

⎞⎟⎟⎟⎠ , where xk = 
( ark√

λk

)m

r=1
, yr = (xrk)nk=1 ∈ Rn.

(3.23)

3.3. Case m = 2

Lemma 3.3 ([7]). For m = 2 we have

(B−1(λ)a, a) = 
det

(
I2+ γ(y1, y2)

)
det

(
I1 + γ(y2)

) − 1 = Γ(y1) + Γ(y1, y2)
1 + Γ(y2) 

, (3.24)

where y1 and y2 are defined as follows

y1 =
(

a1k√
λk

)n

k=1
y2 =

(
a2k√
λk

)n

k=1
. (3.25)

3.4. Case m = 3

Lemma 3.4 ([9]). For m = 3 we have

(B−1(λ)a, a) =
det

(
I3+ γ(y1, y2, y3)

)
det

(
I2 + γ(y2, y3)

) − 1, (3.26)

where the yr are defined as follows:

yr =
(

ark√
λk

)n

k=1
∈ Rn, 1 ≤ r ≤ 3. (3.27)
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3.5. General case

Lemma 3.5 ([9]). For the general m we have

(B−1(λ)a, a) =
det

(
Im + γ(y1, . . . , ym)

)
det

(
Im−1 + γ(y2, . . . , ym)

) − 1 (3.28)

where the yr are defined as follows:

yr =
(

ark√
λk

)n

k=1
∈ Rn, 1 ≤ r ≤ m. (3.29)

4. The height of an infinite parallelotope

Lemma 4.1. Consider vectors f0, f1 . . . , fm ∈ R∞ such that f0, f1 . . . , fm 
∈ �2. Denote 
by f (n)

r ∈ Rn the projections of the vectors fr on the subspace Rn. Then for all s with 
0 ≤ s ≤ m

Γ(f0, f1, . . . , fm) 
Γ(f0, . . . , f̂s, . . . , fm)

:= lim
n→∞

Γ(f (n)
0 , f

(n)
1 . . . , f

(n)
m ) 

Γ(f (n)
0 , . . . , f̂

(n)
s , . . . , f

(n)
m )

= ∞, (4.1)

if and only if for all 
(
Ck

)m+1
k=0 ∈ Rm+1 \ {0} holds

m ∑
r=0 

Crfr 
∈ �2, 
m ∑

r=0,r 	=s

Crfr 
∈ �2. (4.2)

Here f̂s means that the vector fs is absent and Γ(f0, f1, . . . , fm) is the Gram determinant.

Before proving Lemma 4.1 let us formulate one more statement.

Lemma 4.2. Consider vectors f0, f1 . . . , fm ∈ R∞ such that 
∑m

k=0 Ckfk 
∈ �2 for any 
non-trivial combination (Ck)mk=0. Then for any s with 0 ≤ s ≤ m holds

det
(
Im+1 + γ(f0, . . . , fm)

)
det

(
Im+ γ(f0, . . . , f̂s, . . . , fm)

) = lim
n→∞

det
(
Im+1 + γ(f (n)

0 , . . . , f
(n)
m )

)
det

(
Im+ γ(f (n)

0 , . . . , f̂
(n)
s , . . . , f

(n)
m )

) = ∞. (4.3)

Here Im is identity matrix and γ(f0, . . . , fm) is the Gram matrix.

Proof. The proof follows from Lemma 4.1 and (3.20). �
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4.1. Particular cases of Lemma 4.1

4.1.1. Case m = 1

Lemma 4.3 ([6,7]). Consider vectors f0, f1 ∈ R∞ such that f0, f1 
∈ �2, then

Γ(f0, f1)
Γ(f1) 

= lim
n→∞

Γ(f (n)
0 , f

(n)
1 )

Γ(f (n)
1 ) 

= ∞, 
Γ(f0, f1)

Γ(f0) 
= = ∞, (4.4)

if and only if C0f0 + C1f1 
∈ �2 for all (C0, C1) ∈ R2 \ {0}. (4.5)

Proof. The initial proof can be found in [6], Lemma 10.4.20 or [7]. Here we give a different 
proof that can be generalized for an arbitrary m ∈ N. For t ∈ R and f0, f1 ∈ H, where 
H is some Hilbert space, define the quadratic form2

F1(t) = ‖tf1 − f0‖2
H = t2(f1, f1)H − 2t(f1, f0)H + (f0, f0)H =

(A1t, t)R − 2(t, b)R + (f0, f0)H , where b = (f1, f0)H ∈ R. We have

min
t∈R 

F1(t) = F1(t0) = Γ(f0, f1)
Γ(f1) 

, (4.6)

where t0 = (f1,f0)
(f1,f1) , 

3 and A1 is a Gram matrix (see Definition 1.1)

A1 = γ(f1) = (f1, f1). (4.7)

Consider another Gram matrix

B1 := γ(f0, f1) =
(

(f0, f0) (f0, f1)
(f1, f0) (f1, f1)

)
, B

(n)
1 := γ(f (n)

0 , f
(n)
1 ), (4.8)

then

t0 = (f1, f0)
(f1, f1)

= −A0
1(B1)

A0
0(B1) 

, (4.9)

where A0
0(B1) and A0

1(B1) are the corresponding minors of the matrix B1, see Defini-
tion 3.2. If we replace the vectors f0, f1 with f (n)

0 , f
(n)
1 , the formulas (4.6) and (4.9)

become

min
t∈R 

F
(n)
1 (t) = F

(n)
1 (t(n)

0 ) = 
Γ(f (n)

0 , f
(n)
1 )

Γ(f (n)
1 ) 

, t
(n)
0 = 

(f (n)
1 , f

(n)
0 )

(f (n)
1 , f

(n)
1 )

= 
−A0

1(B
(n)
1 )

A0
0(B

(n)
1 ) 

. (4.10)

2 we prefer to write (A1t, t)R to find a general pattern in the case Rm, see below (4.9), (4.19) and (4.36).
3 important notation: in general, for t, b ∈ Rm and Am ∈ Mat(m,R) we denote by t0 the solution of the 

equation Amt = b, see below (4.34), see also Remark 2.1.
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Suppose that there exists an absolute constant C such that for all n ∈ N

Γ(f (n)
0 , f

(n)
1 )/Γ(f (n)

1 ) ≤ C. (4.11)

Without loss of generality, we can assume that for all n ∈ N

Γ(f (n)
0 ) ≤ C1Γ(f (n)

1 ), (4.12)

we choose some subsequence nk, if necessary. Then it is sufficient to verify the first part 
of (4.4). Indeed, denote by an = Γ(f (n)

0 ) and bn = Γ(f (n)
1 ). We have two sequences of 

positive numbers (an) and (bn) with property limn an = limn bn = ∞. Let for some 
absolute constant C1 holds an ≤ C1bn for all n ∈ N, then (4.12) holds. Suppose the 
opposite. Denote for all N ∈ N the set EN = {n ∈ N : an > Nbn}. Then this set EN

is infinite for all N . Now fix N and denote all the elements of EN by (nk)∞k=1, then 
bnk

< N−1ank
for all k ∈ N or Γ(f (nk)

1 ) ≤ C1Γ(f (nk)
0 ).

We prove that the sequence t(n)
0 defined by (4.10) is bounded. Since all the matrices 

γ(f (n)
0 , f

(n)
1 ) are positively defined, we have

1 ≥ (f (n)
0 , f

(n)
1 )2

(f (n)
0 , f

(n)
0 )(f (n)

1 , f
(n)
1 )

(4.12)
≥ 

(f (n)
0 , f

(n)
1 )2

C1(f (n)
1 , f

(n)
1 )2

= 1 
C1

(
t
(n)
0

)2
.

Hence, the sequence t(n)
0 is bounded. Therefore, there exists a subsequence (t(nk)

0 )k∈N
that converges to some t ∈ R. This contradicts (4.11). Indeed

lim
n→∞

F
(n)
1 (t) = ∞, F

(n)
1 (t(n)

0 ) ≤ C, lim
k→∞

t
(nk)
0 = t.

To prove the necessity condition suppose that C0f0 + C1f1 ∈ �2 for some C0, C1. Let 
f1 = c0f0 + h, where h ∈ �2. We have

Γ(f0, f1) = Γ(f0, h) ≤ Γ(f0)Γ(h).

Since h ∈ �2 and f 
∈ �2 we conclude that Γ(f0,f1)
Γ(f0) is bounded. �

4.1.2. Case m = 2

Lemma 4.4. Consider vectors f0, f1, f2 ∈ R∞ such that f0, f1, f2 
∈ �2, then for all r, s
with 0 ≤ r < s ≤ 2 holds

Γ(f0, f1, f2)
Γ(fr, fs) 

:= lim
n→∞

Γ(f (n)
0 , f

(n)
1 , f

(n)
2 )

Γ(f (n)
r , f

(n)
s ) 

= ∞, (4.13)

if and only if 
∑2

r=0 Crfr 
∈ �2 for all (C0, C1, C2) ∈ R3 \ {0} and Crfr + Csfs 
∈ �2 for 
all (Cr, Cs) ∈ R2 \ {0}.
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Proof. Suppose that for all n ∈ N

Γ(f (n)
0 , f

(n)
1 , f

(n)
2 )

Γ(f (n)
1 , f

(n)
2 ) 

≤ C. (4.14)

Without loss of generality, we can assume that for all n ∈ N

Γ(f (n)
0 , f

(n)
1 ) ≤ C2Γ(f (n)

1 , f
(n)
2 ), Γ(f (n)

0 , f
(n)
2 ) ≤ C1Γ(f (n)

1 , f
(n)
2 ), (4.15)

we choose some subsequence nk, if necessary. See explanations of (4.12) before. Then it 
is sufficient to verify (4.13) for (r, s) = (1, 2).

For t ∈ R2 and f0, f1, f2 ∈ H, where H is some Hilbert space, define the quadratic 
form F2(t) as follows:

F2(t) = ‖
2 ∑

r=1 
trfr − f0‖2

H =
2 ∑

k,r=1

tktr(fk, fr)H − 2
2 ∑

k=1

tk(fk, f0)H + (f0, f0)H

= (A2t, t)R2 − 2(t, b)R2 + (f0, f0)H ,

where b = (fk, f0)2k=1 ∈ R2 and A2 is the Gram matrix

A2 = γ(f1, f2) =
(
(fk, fr)

)2
k,r=1. (4.16)

For t0 defined by A2t0 = b we have by Lemma 2.1

F2(t) = (A2t, t) − 2(t, b) + (f0, f0) = (A2(t− t0), (t− t0)) + Γ(f0, f1, f2)
Γ(f1, f2) 

,

and therefore,

F2(t0) = Γ(f0, f1, f2)
Γ(f1, f2) 

. (4.17)

Consider the following matrix

B2 := γ(f0, f1, f2) =

⎛⎜⎝ (f0, f0) (f0, f1) (f0, f2)
(f1, f0) (f1, f1) (f1, f2)
(f2, f0) (f2, f1) (f2, f2)

⎞⎟⎠ . (4.18)

By Cramer’s rule (see Lemma 2.2) we have

t0 = 1 
A0

0(B2)

(
−A0

1(B2)
−A0

2(B2)

)
. (4.19)
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Let we have f0, f1, f2 ∈ R∞ and let f (n)
0 , f

(n)
1 , f

(n)
2 be their projections on the subspace 

Rn. Define for t ∈ R2 the quadratic form F (n)
2 (t) as follows:

F
(n)
2 (t) = ‖

2 ∑
r=1 

trf
(n)
r − f

(n)
0 ‖2

R2 = (A(n)
2 t, t)R2 − 2(t, b)R2 + (f (n)

0 , f
(n)
0 )Rn ,

where b = (f (n)
k , f

(n)
0 )2k=1 ∈ R2 and A(n)

2 is the Gram matrix

A
(n)
2 = γ(f (n)

1 , f
(n)
2 ) =

(
(f (n)

k , f (n)
r )

)2
k,r=1. (4.20)

In what follows we will use a scalar product (f, g)H without referring to a specific space 
H. By (4.35) we have

F
(n)
2 (t(n)

0 ) = min
t∈R2

F
(n)
2 (t) = Γ(f (n)

0 , f
(n)
1 , f

(n)
2 )

Γ(f (n)
1 , f

(n)
2 ) 

.

We prove that the sequence t(n)
0 is bounded. If we replace the vectors f0, f1, f2 with 

f
(n)
0 , f

(n)
1 , f

(n)
2 , we will get the following expressions:

t
(n)
0 = 1 

A0
0(B

(n)
2 )

(
−A0

1(B
(n)
2 )

−A0
2(B

(n)
2 )

)
, (4.21)

where B(n)(2) is defined by

B
(n)
2 := γ(f (n)

0 , f
(n)
1 , f

(n)
2 ) = 

⎛⎜⎝(f (n)
0 , f

(n)
0 ) (f (n)

0 , f
(n)
1 ) (f (n)

0 , f
(n)
2 )

(f (n)
1 , f

(n)
0 ) (f (n)

1 , f
(n)
1 ) (f (n)

1 , f
(n)
2 )

(f (n)
2 , f

(n)
0 ) (f (n)

2 , f
(n)
1 ) (f (n)

2 , f
(n)
2 )

⎞⎟⎠ . (4.22)

Since all the matrices B(n)
2 defined by (4.22) are positively defined, the inverse matrices (

B
(n)
2

)−1
are also positively defined. We have the following expression for them, here 

we denote by BT the matrix transposed to B,

(
B

(n)
2

)−1
= 1 

detB(n)
2

⎛⎜⎝A0
0(B

(n)
2 ) A0

1(B
(n)
2 ) A0

2(B
(n)
2 )

A1
0(B

(n)
2 ) A1

1(B
(n)
2 ) A1

2(B
(n)
2 )

A2
0(B

(n)
2 ) A2

1(B
(n)
2 ) A2

2(B
(n)
2 )

⎞⎟⎠
T

. (4.23)

We prove that the sequence t(n)
0 defined by (4.21)

t
(n)
0 = 1 

A0
0(B

(n)
2 )

(
−A0

1(B
(n)
2 )

−A0
2(B

(n)
2 )

)
(4.24)
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is bounded when (4.15) holds. Set

t(n)
rr = Ar

r(B
(n)
2 ), 0 ≤ r ≤ 2, t(n)

rs = −Ar
s(B

(n)
2 ), 0 ≤ r 
= s ≤ 2. (4.25)

Then t(n)
0 =

(
t
(n)
01

t
(n)
00

, t
(n)
02

t
(n)
00

)
. Since the matrix 

(
B

(n)
2

)−1
is positively defined and (4.15)

holds, we have (
t
(n)
01

)2 ≤ t
(n)
00 t

(n)
11 , 

(
t
(n)
02

)2 ≤ t
(n)
00 t

(n)
22 , (4.26)

t
(n)
22 ≤ C2t

(n)
00 , t

(n)
11 ≤ C1t

(n)
00 , (4.27)

‖t(n)
0 ‖2 := |t(n)

01 |2 + |t(n)
02 |2

|t(n)
00 |2

(4.26)
≤ 

t
(n)
11 + t

(n)
22

t
(n)
00

(4.28)

(4.27)
≤ 

C1t
(n)
00 + C2t

(n)
00

t
(n)
00

= C1 + C2. (4.29)

Hence, the sequence t(n)
0 ∈ R2 is bounded. Therefore, there exists a subsequence 

(t(nk)
0 )k∈N that converges to some t ∈ R2. This contradicts (4.14). Indeed

lim
n→∞

F
(n)
2 (t) = ∞, F

(n)
2 (t(n)

0 ) ≤ C, lim
k→∞

t
(nk)
0 = t.

We prove the necessity condition for (r, s) = (0, 1), the general case is similar. Suppose 
that 

∑2
k=0 Ckfk ∈ �2 for some (Ck)k but C0f0 + C1f1 
∈ �2 for all (C0, C1) ∈ R2 \ {0}. 

Let f2 = c0f0 + c1f1 + h, where h ∈ �2. We have

Γ(f0, f1, f2) = Γ(f0, f1, h) ≤ Γ(f0, f1)Γ(h).

Since h ∈ �2 but C0f0 +C1f1 
∈ �2 for all (C0, C1) ∈ R2 \ {0} we conclude that Γ(f0,f1,f2)
Γ(f0,f1) 

is bounded. �
4.2. The proof of Lemma 4.1

Proof. Suppose that for all n ∈ N we have

Γ(f (n)
0 , f

(n)
1 . . . , f

(n)
m )

Γ(f (n)
1 , f

(n)
2 . . . , f

(n)
m )

≤ C. (4.30)

Without loss of generality, we can assume that for all n ∈ N and 1 ≤ s ≤ m hold

Γ(f (n)
0 , . . . , f̂

(n)
s , . . . , f (n)

m ) ≤ CsΓ(f (n)
1 , f

(n)
2 , . . . , f (n)

m ), (4.31)

we choose some subsequence nk, if necessary. Consider the following quadratic forms for 
t = (tr)mr=1 ∈ Rm
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F (n)
m (t) = ‖f (n)

0 −
m ∑
r=1 

trf
(n)
r ‖2. (4.32)

The forms F (n)
m (t) defined by (4.32) have the following properties, for any fixed t ∈ Rm

we have limn→∞ F
(n)
m (t) = ∞. By Lemma 2.1 there exists some t(n)

0 ∈ Rm such that

F (n)
m (t(n)

0 ) = min
t∈Rm

F (n)
m (t) = Γ(f (n)

0 , f
(n)
1 , . . . , f

(n)
m )

Γ(f (n)
1 , f

(n)
2 . . . , f

(n)
m ) 

. (4.33)

We prove that the sequence t(n)
0 is bounded. To find t(n)

0 explicitly in (4.33) we introduce 
some notations. For t ∈ Rm and f0, f1, . . . , fm ∈ H define the function

Fm(t) = ‖
m ∑

k=1

tkfk − f0‖2 =
m ∑

k,r=1

tktr(fk, fr)H − 2
m ∑

k=1

tk(fk, f0)H + (f0, f0)H

= (Amt, t)Rm − 2(t, b)Rm + (f0, f0)H ,

where b =
(
(fk, f0)H

)m
k=1 ∈ Rm and Am is the Gram matrix, see Definition 1.1:

Am = γ(f1, . . . , fm) =
(
(fk, fr)H

)m
k,r=1. (4.34)

The minimum of Fm(t) is attained at t0 defined by Amt0 = b. By Remark 2.1, (2.6) and 
(2.3) we get (for details see Section 2.1)

Fm(t) = (Amt, t) − 2(t, b) + (f0, f0) = (Am(t− t0), (t− t0)) + Γ(f0, f1, . . . , fm)
Γ(f1, . . . , fm) ,

and therefore, Fm(t0) = Γ(f0, f1, . . . , fm)
Γ(f1, . . . , fm) . (4.35)

Consider the following matrix

Bm= γ(f0, f1, . . . , fm) = 

⎛⎜⎜⎜⎜⎜⎝
(f0, f0) (f0, f1) (f0, f2) . . . (f0, fm)
(f1, f0) (f1, f1) (f1, f2) . . . (f1, fm)
(f2, f0) (f2, f1) (f2, f2) . . . (f2, fm)

. . .

(fm, f0) (fm, f1) (fm, f2) . . . (fm, fm)

⎞⎟⎟⎟⎟⎟⎠ . 

By Cramer’s rule (see Lemma 2.2) the solution of Amt0 = b is as follows:

t0 = 1 
A0

0(Bm)

⎛⎜⎜⎜⎝
−A0

1(Bm)
−A0

2(Bm)
. . .

−A0
m(Bm)

⎞⎟⎟⎟⎠ . (4.36)
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If we replace the vectors (fk)mk=0 with 
(
f

(n)
k

)m
k=0 we will get the following expression

t
(n)
0 = 

1 

A0
0(B

(n)
m )

⎛⎜⎝−A0
1(B

(n)
m )

. . .

−A0
m(B(n)

m )

⎞⎟⎠ , (4.37)

where B(n)(m) is defined by

B(n)
m = γ(f (n)

0 , . . . , f (n)
m ) = 

⎛⎜⎜⎜⎝
(f (n)

0 , f
(n)
0 ) (f (n)

0 , f
(n)
1 ) . . . (f (n)

0 , f
(n)
m )

(f (n)
1 , f

(n)
0 ) (f (n)

1 , f
(n)
1 ) . . . (f (n)

1 , f
(n)
m )

. . .

(f (n)
m , f

(n)
0 ) (f (n)

m , f
(n)
1 ) . . . (f (n)

m , f
(n)
m )

⎞⎟⎟⎟⎠ .

Since all the matrices B(n)
m are positively defined, the inverse matrices 

(
B

(n)
m

)−1
are also 

positively defined. We have the following expression for them

(
B(n)

m

)−1
= 

1 

detB(n)
m

⎛⎜⎜⎜⎝
A0

0(B
(n)
m ) A0

1(B
(n)
m ) . . . A0

m(B(n)
m )

A1
0(B

(n)
m ) A1

1(B
(n)
m ) . . . A1

m(B(n)
m )

. . .

Am
0 (B(n)

m ) Am
1 (B(n)

m ) . . . Am
m(B(n)

m )

⎞⎟⎟⎟⎠
T

. (4.38)

We prove that the sequence 
(
t
(n)
0

)
n

is bounded when (4.31) holds.

t
(n)
0 = 1 

A0
0(B

(n)
m )

⎛⎜⎝ −A0
1(B

(n)
m )

. . .

−A0
m(B(n)

m )

⎞⎟⎠ . (4.39)

Set t(n)
rr = Ar

r(B(n)
m ), 0 ≤ r ≤ m, t(n)

rs = −Ar
s(B(n)

m ), 0 ≤ r 
= s ≤ m. (4.40)

Then t(n)
0 =

(
t
(n)
01

t
(n)
00

, t
(n)
02

t
(n)
00

, . . . t
(n)
0m

t
(n)
00

)
. Since the matrix 

(
B

(n)
m

)−1
is positively defined and 

(4.15) holds, we have

(
t(n)
rs

)2 ≤ t(n)
rr t(n)

ss , for all 0 ≤ r < s ≤ m, (4.41)

t(n)
ss ≤ Cst

(n)
00 , for all 0 ≤ s ≤ m− 1, (4.42)

‖t(n)
0 ‖2 :=

∑m
s=1 |t

(n)
0s |2

|t(n)
00 |2

(4.41)
≤ 

∑m
s=1 t

(n)
ss

t
(n)
00

(4.43)

(4.42)
≤ 

∑m
s=1 Cst

(n)
00

t
(n)
00

=
m ∑
s=1 

Cs. (4.44)
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Hence, the sequence t(n)
0 ∈ Rm is bounded. Therefore, there exists a subsequence 

(t(nk)
0 )k∈N that converges to some t ∈ Rm. This contradicts (4.30). Indeed

lim
n→∞

F (n)
m (t) = ∞, F (n)

m (t(n)
0 ) ≤ C, lim

k→∞
t
(nk)
0 = t.

The necessity is proved as in the case m = 1 and m = 2. �
5. Some applications

5.1. The law of large numbers

In this and the following subsection we explain how Lemma 2.3 and the study of 
the generalized characteristic polynomials detB(λ) (especially the explicit expression 
for B−1(λ)) where B(λ) is defined by (3.1)

PB(λ) = detC(λ), where B(λ) = diag(λ1, . . . , λm) + B,

could be used in other fields. Consider R∞ with infinite product of a standard Guassian 
measures

μ1(x) = ⊗∞
n=1μ(xn), where dμ(xn) =

√
1 
2π exp

(
− x2

n

2 

)
dxn. (5.1)

Set f0(x) ≡ 1 and fn = x2
n. The law of large numbers can be reformulated in this 

particular case as follows:

Lemma 5.1. We have f0 ∈ 〈fn, n ∈ N〉 moreover, in H = L2(R∞, μ1) holds

s. lim
n 

1 
n

n ∑
k=1

x2
k = f0, (5.2)

where s. lim means a strong limit in a Hilbert space H.

Proof. To prove this lemma we should show that limn→∞ d2(f0, Vn) = 0 where d2(f0, Vn)
is defined by (2.1). We should calculate Γ(f0, f1, f2, . . . , fn) and Γ(f1, f2, . . . , fn). For 
the corresponding Gram matrices γ(f1, f2, . . . , fn) we get (we denote λk = 2 for all 
1 ≤ k ≤ n)

γ(f0, f1, f2, . . . , fn) =
(
(fi, fj)

)n

i,j=0
=

⎛⎝ 1 1 1... 1
1 3 1... 1
1 1 3... 1

...
1 1 1... 3

⎞⎠ =

⎛⎝ 1 1 1... 1
1 1+λ1 1... 1
1 1 1+λ2... 1

...
1 1 1... 1+λn

⎞⎠ ,

γ(f1, f2, . . . , fn) =
(
(fi, fj)

)n

i,j=1
=

( 3 1... 1
1 3... 1

...
1 1... 3

)
=

( 1+λ1 1... 1
1 1+λ2... 1

...
1 1... 1+λn

)
,
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Γ(f0, f1, f2, . . . , fn) = det γ(f0, f1, f2, . . . , fn) (3.17)= 
n ∏

k=1

λk,

Γ(f0, f1, f2, . . . , fn) = det γ(f0, f1, f2, . . . , fn) (3.17)= 
n ∏

k=1

λk

(
1 +

n ∑
k=1

1 
λk

)
,

d2(f0, Vn) =
det

(
γ(f0, f1, . . . , fn)

)
det

(
γ(f1, f2, . . . , fn)

) =
(
1 +

n ∑
k=1

1
2

)−1
→ 0.

By Lemma 2.3 and (3.18) we conclude that on the step n the coefficient should be 
tk ≡ 1 

n . �
5.2. Some generalization

Consider R∞ ×R∞ with infinite product of a standard Guassian measures

μ2(x) = ⊗2
k=1 ⊗∞

n=1 μ(xkn). (5.3)

Set f0(x) ≡ 1, fn = x2
1n + anx1nx2n.

Lemma 5.2 ([9]). We have f0 ∈ 〈fn, n ∈ N〉 if and only if 
∑∞

k=3
1 
a2
k

= ∞.

Proof. To prove this lemma we should show that limn→∞ d2(f0, Vn) = 0 where d2(f0, Vn)
is defined by (2.1), if and only if 

∑∞
k=3

1 
a2
k

= ∞. Further,

γ(f0, f3, f4, . . . , fn+2) =
( 1 1 ... 1

1 1+a2
3 ... 1
...

1 1 ... 1+a2
n+2

)
, (5.4)

γ(f3, f4, . . . , fn+2) =

⎛⎝ 1+a2
3 1 ... 1

1 1+a2
4 ... 1
...

1 1 ... 1+a2
n+2

⎞⎠ , (5.5)

det
(
γ(f0, f3, f4, . . . , fn+2)

) (3.17)= 
( n+2∏

k=3 
a2
k

)
, (5.6)

det
(
γ(f3, f4, . . . , fn+2)

) (3.17)= 
( n+2∏

k=3 
a2
k

)(
1 +

n+2∑
k=3 

1 
a2
k

)
. (5.7)

Finally, by (2.1) we get

d2(f0, Vn) =
det

(
γ(f0, f3, f4, . . . , fn+2)

)
det

(
γ(f3, f4, . . . , fn+2)

) =
(
1 +

n+2∑
k=3 

1 
a2
k

)−1
→ 0.
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5.3. Idea of the proof of irreducibility

By Lemma 2.3, for a strictly positive operator A acting in Rn and a vector b ∈ Rn\{0}
we have

min
x∈Rn

(
(Ax, x) | (x, b) = 1

)
= 1 

(A−1b, b) .

In the concrete examples considered in [4–9] we prove the irreducibility as follows. First, 
we can approximate a lot of functions in L∞(X,μ) using Lemma 2.3. Second, the measure 
μ is ergodic with respect to the action of the group. The approximations follows from 
the fact

lim
n→∞

(Bn(λ)−1an, an) = ∞. (5.8)

Here Bn = γ(g1, g2, . . . , gn), where γ(g1, g2, . . . , gn) is Gram matrix of vectors 
g1, g2, . . . , gn ∈ H, (see Definition 1.1) and Bn(λ) = diag(λ1, . . . , λn) + Bn, λ ∈ Cn. 
By Lemma 3.5 proved in [9] we have (for notations see Section 3.2)

(
Bn(λ)−1an, an

)
=

det
(
Im + γ(y(n)

1 , y
(n)
2 , . . . , y

(n)
m )

)
det

(
Im−1 + γ(y(n)

2 , . . . , y
(n)
m )

) − 1. (5.9)

Finally, by Lemma 4.2 we have

lim
n→∞

det
(
Im + γ(y(n)

1 , y
(n)
2 , . . . , y

(n)
m )

)
det

(
Im−1 + γ(y(n)

2 , . . . , y
(n)
m )

) = ∞.
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