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Detectability thresholds in networks with dynamic link and community structure
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We study the inference of a model of temporal networks in which both communities and links
keep memory of previous network state. By considering maximum likelihood inference from sin-
gle snapshot observation of the network, we show that link persistence decreases the detectability
threshold, preventing the inference of communities even when they are in principle strong enough,
while community persistence tends to restore this possibility. Then we show that the inferred com-
munities share a maximum overlap with those of a specific previous instant of time, corresponding
to the maximum of a time-lagged assortativity parameter, and therefore they can be closer to those
of the past than of the present. We analytically characterize these transitions as a function of the

memory parameters of the model.

PACS numbers: 89.75.-k, 89.75.Hc, 89.75.Fb

Natural and artificial systems change over time, both
in their individual elements and in the way they interact.
When represented as a temporal network [1], a dynamic
system of interacting elements has to include time de-
pendence of links and of community structure. These
are the simplest, yet important, mechanisms modeling
the tendency of elements (nodes) to remain in the same
community and of pair of nodes to keep pre-existent re-
lations (links). Temporal networks can be regarded as
a sequence of snapshot networks. As we clarify below,
when time correlations are present, the information ob-
tained with inference on individual snapshots might be
contaminated by the past history of the system. This
is analogous to what happens in multilayer networks [2],
for which the analysis cannot be decomposed into the
separate analysis over each layer if they are correlated.

In this paper we study the problem of the inference
of community structure from single snapshot observation
of a temporal network with link and community persis-
tence. Community detection is a long-standing, as well as
ill-defined, problem in graph partitioning that has been
thoroughly studied in the static network case with var-
ious approaches: modularity maximization [3], spectral
methods [4, 5], belief-propagation [6], and other heuris-
tic algorithms [7]. For analytical tractability, we focus
on stochastic block models (SBMs) with dynamic com-
munity structure and link persistence. SBMs have been
shown to display a detectability transition [6, 8] in the
modular assortativity strength, the ratio between the av-
erage degree within a block of nodes and the average de-
gree towards different blocks. Recently the problem was
investigated in temporal networks [9-12] and in a specific
case of Markovian community structures [13]. In this dy-
namic network model, it was shown that persistence in
communities can help detection, by decreasing the de-
tectability threshold, a weaker assortativity is required

to infer communities with respect to the static case. On
the contrary, we show that, for static algorithms on indi-
vidual snapshots, persistence in relations, i.e. links, can
hinder detection, eventually causing the detection of old
communities instead of the ones present at the time the
detection is performed.

The model. We consider a Dynamic Stochastic Block
Model (DSBM) with link persistence, i.e. at each time
step the presence of a link between two nodes is copied
from the previous time with probability &, while with
probability 1 — & the link is generated according to a
SBM where the community structure changes over time
Several models of DSBM were previously introduced for
community detection in dynamic networks [13-16]. Our
variant mixes together link and community persistence.
We remind that a SBM is a classical generative model
for static networks with community structure. A net-
work (V,; A) with |V| = N nodes and adjacency matrix
A is generated by a SBM as follow. According to a prior
{g,}*_, over k possible choices, each node i € V is as-
signed to a community g; with probability g4, . Edges are
then generated according to a k x k affinity matrix p and
the community structure g: each couple of nodes i,j € V'
are linked independently with probability pg,,. .

In the DSBM the community structure changes over
time. It consists of a sequence of networks (V, AY)L
each with its own community structure g*. As in [13], the
dynamic of each node’s assignment ¢! is an independent
Markov process with transition probability P(g!|g; =
N 59?’9@71) + (1 - n)qgf, meaning that with probability
N a node remains in the same community, otherwise it
changes randomly to a group r with probability ¢,.. Since
at t = 0 labels are assigned according to the prior, it is
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Adding link persistence to the DSBM we obtain

Hp

0

P(A | g) 1 —pgogo)' ™ x (2)

Al At
XII{QVAQQ%%lfﬂagﬂlf%wplAm

t=1

Thus the two parameters 1 and £ can be interpreted as,
respectively, the persistence of communities and the per-
sistence of links. Community persistence models the ten-
dency of nodes to remain in the same group over time.
Link persistence models the preference of nodes in keep-
ing pre-existent relations over time, for example because
of the cost of adding or removing links in socio-economic
networks [17].

Here we focus on the common choices of a uniform
prior, i.e. ¢q. = 1/k Vr = 1,...,k, and affinity matrix
with a constant p;, on the diagonal and another con-
stant poyt < pin off diagonal, the so called assortative
planted partition model. Moreover we measures the level
of assortativity with a parameter a € [0, 1] such that

p=akpl+ (1 —a)pl (3)

interpolating between a fully assortative kpl (propor-
tional to the unity matrix) and a fully random p1 (pro-
portional to a matrix of ones) affinity matrix, with fixed
mean degree N/k? Y b Pab = Np. We are interested in
the sparse regime p = ¢/N, that is the most challenging
from the inference perspective, since most of real net-
works of interest are sparse and because sparsity allows
to carry out asymptotically optimal analysis.

The fundamental issue is to study under which con-
ditions we can detect, better than chance, the correct
labeling of the latent communities g from the observa-
tion of A. For the static SBM, it was shown (and proved
at least for k = 2 [18]) that there exists a sharp thresh-
old below which no algorithm can perform better than
chance in recovering the planted community structure.
This threshold occurs, in terms of the parametrization (3)
at a = a® := ¢ /2 meaning that, at low assortativity, a
community structure may still exists but is undetectable.
The Bayesian inference approach consists to consider the
posterior distribution over the model parameters

P(alA) =

A, v|a) (4)

to learn the most likely assortativity a given the data,
and the posterior distribution of the latent assignments

P(A, gla)
> P(A,7la)
for inferring a set of statistically significant communi-

ties g. Since maximizing the likelihood (4) needs com-
puting expectations w.r.t the posterior (5), it is called

P(g|lA;a) = (®)
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FIG. 1: Asymptotic phase space for single snapshot de-

tectability as function of assortativity a and community/ link
persistences, n and £, compared to the static threshold ac.

Expectation-Maximization (EM) procedure [19]. The
criticality of this approach stays in the summation over
all possible assignments whose number grows exponen-
tially with V. Overtaking this problem is usually done
by Monte Carlo (MC) sampling [20] or recently by us-
ing belief propagation (BP) algorithms [6, 21]. In this
paper we used both methods obtaining similar results.
Both provide the optimal a together with an estimate
of the posterior (5). From that, a partition is obtained
by marginalisation, which assigns each node to its most
likely group

g; = argmax,. P(g; = r|A,a).

This is known [22] to be an optimal estimator, maximis-
ing the overlap with the planted assignment
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where the normalization is chosen to ensure ¢ = 0 if labels
are assigned by chance.

Single snapshot inference. The inference for the
full dynamical model is very complicated due to the dou-
ble link and community persistence. Here we ask which
community structure is inferred from a single snapshot
of the dynamic network at a time ¢. This might occur,
for example, if one is unaware that A! is the result of a
dynamic process. Thus we need to compute the posterior
P(g'|A?) giving the probability of community structure
when only the information on the network at time ¢ is
used. We prove the following:

Proposition 1. Given the model above, the posterior
P(g'|A?) is that of a static SBM with an effective assor-
tativity
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FIG. 2: Effective assortativity a inferred using EM from single
snapshot observations of a DSBM with link persistence, for
different values of £,  and ¢t. Black dotted lines represent
aé’n while dashed lines are the theoretical optimal aj(&,7).
Vividness of colours is proportional to the overlap ¢(g‘,g")
between the planted and the inferred communities.

Proof. Tt is sufficient to note that, from Bayes’ rule,

P(g'|A") < P(A|g"), that can be always be written as
3 1-Aj;

L] Wheg) o (L= pgeg) 7 (8)

(4,9)

P(A'lg") =

with p!, = P(Aj; = llg; = a,g% = b). Marginalis-
ing over previous network instances we get the recursive
equation

pfzb = 5 P(At_l = 1|g;t =a, g; = b) + (1 - g)pab-
= & (ol + (L=0")D) + (1 = E)pas, 9)
where in the first equality we have conditioned and

summed over At !, while in the second over g/™*, gﬁ_l.

Since p?, is s1mp1y Dab We get

t—1
_ ¢ t
Py = (EL=1*)p+ (L= Epas) Y (£0*) + (€0°) Pas,
=0
that gives (7) once used the representation (3). O

The proposition shows that inference of a DSBM with
link persistence from a single snapshot reduces to the in-
ference of a static SBM where the detectability threshold
is increased by the effect of the dynamics as a® — a/e. € n
and reduces to the static threshold in absence of link per-
sistence (£ = 0). Note that the detectability threshold
from single snapshot is however higher than the thresh-
old of the dynamic problem, i.e. the inference of all the
assignments given the observation of the entire network
series. For example [13] considers a DSBM without link
persistence and shows that the detectability threshold a°
is in general lowered by the communities persistence.
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FIG. 3: Overlap q(g%, g"~ ") between the communities inferred
at time t and the planted assignment at time ¢t — 7. Dashed
lines are computed by solving the problem in Eq. 12.

Persistence of links £ decreases the effective assorta-
tive structure of the network, increasing the number of
links assigned randomly with respect to those assigned
on the base of their group labels, see left Panel of Fig.
2. This effect is partially mitigated by the persistence of
communities 7 since it increases the probability that a
link copied from a previous time is not actually random
but was in turn assigned through the same community
structure. For ¢ — oo, it is ag5, = a(1 - §)/(1 —&n?) (see
Fig. 1 for the asymptotic phase space).

Time lagged inference. In the detectable phase, in-
ference on A* should provide a set of assignment g* cor-
related with the planted g* and an inferred assortativity
a close to at’n. Surprisingly, in some regions a is higher
than the theoretical one and in particular two transitions
appear. The right panels of Fig. 2 show that increasing
€, G becomes larger than ags, (first transition), and later
start to increase (second transition).

To understand this phenomenon, given a network se-
quence of length T generated with parameters (§,7,a),
we call time lagged inference the problem of inferring
communities at time ¢t — 7 given the observation of the
network at time ¢. Since the posterior P(g'~"|A")
[L; P(A%;lg"~") we prove:

Proposition 2. In the above model, the posterior
P(g'~7|A") is that of a static SBM with an effective as-
sortativity
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where af. , s given by (7).

Proof. As in Proposition 1 it sufficient to compute the
quantity £ = P(A}; = 1|g'"" = g), evaluated at n = t.



For n >t — 7, keepinig fixed 4, j and ¢ , it is

Lr = > PAY =1]g" Al P(g" AL g T = g)

n—1
Al gn

= LN (1-9) g Plg"lg T =9).  (10)
o

Moreover, defining 7" = Zgn pg;‘g;"P(gn|gt7T =g), for
n>t—ritis
T = Y pegP@"le" )Pg" g =9)
gnﬁgnfl
= PT" 1 -n)p (11)

Solving (11) and then (10), i.e. the recursive equation
L =L+ (1 - &)T" we get

T—1
Lt — fT,Ct_T + (1 _ f) Zé-fﬁ—l
£=0

T—1
=L+ (1-9) Zéé (772(7_6)179% +( - 772(7_@)@ :
=0

Since L'~ corresponds to the non lagged pj,_ " in Propo-

sition 1, we get the result simply using the representation
(3) O

The meaning of proposition 2 is that every lagged in-
ference problem has the posterior of a static SBM with
effective assortativity a;’;). Thus fixing ¢ and varying 7
we have a sequence of inference problems with the same
posterior, same input data A?, and only different effec-
tive assortativity, thus detectability threshold. Fig. 3
shows the overlap between the inferred communities g*
and the planted ones at t — 7 . For small £ the maximum
overlap is with g¢, while for larger £ we observe a series
of transitions where the largest overlap is with a g‘="
with 7 > 0. We now show that the 7 that maximizes

the overlap ¢(g*,g'~") is the one for which the effective

)

assortativity a;;f is maximal. To this end we define

aj (6 = maxal ;s () = argmax al'm (12)
Top left panels of Fig. 4 show that for small link persis-
tence &, 77(§,n) = 0, i.e. the EM algorithm solves the
problem at the time of the observed snapshot t. At a
critical &, depending on 7 and ¢, it is 77°(£,n) > 0, sug-
gesting that the algorithm converges to the solution at
time ¢t — 7. In fact the dashed lines in Fig. 3 are com-
puted by solving the problem in Eq. 12 and it is clear
that they correspond to the transitions in the overlap.
Moreover the theoretical a} (&, n) is shown in Fig. 2 to be
in perfect agreement with the inferred assortativity a.

To get more intuition, we note that for large ¢
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FIG. 4:  Left bottom panels: ag’nﬂ/aém as function of the lag
7 for different 0. Left top panels: optimal lag 77 (&, n) a func-
tion of & and 1. Right panel: Optimal effective assortativity
a; (& m) (full lines) compared with the non lagged af, (dot-
ted line) and the asymptotic a},(§,7) (dashed lines). Black
squares indicate the two transitions (see text).

: () 1) 0)
Since ag, — 0as T — oo, when ag > ag o, Le.

Sim it 1 (13)

1-¢
the maximum of a'”) is not anymore at 7 = 0 (see the
bottom left panel of Fig. 4).

For finite ¢, there is a finite size effect since the range
of 7 is bounded by ¢. In this situation for large £ and n
the maximum of at"” is achieved at the extremum 7 = ¢
(bottom central paﬁel of Fig. 4). Finally, the right panel
of Fig. 4 compares a}(&,7n), aén, and a’ (§,m). The
black squares indicate the two transitions, the first one
from zero to positive 7* (computed with Eq. 13) and the
second when 7* = t due to the finite size effect. These
correspond to the transitions observed in the empirical
analysis of the right panels of Fig. 2.

Conclusions. We studied the detectability transition
in a network model where both communities and links are
time varying. We focused on static algorithms for tempo-
ral networks, where inference is performed on each snap-
shot network. We found that link persistence is the driver
of a new kind of detectability transition, time lagged in-
ference, i.e. the wrong detection of a past community
rather than a present community. The framework of per-
sistent dynamic network model we introduced allows to
test whether an algorithm of dynamic community detec-
tion presents such kind of failure and to design dynamic
algorithms. Finding new optimal algorithms will be the
object of future research.
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